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Executive summary

Artificial intelligence is being adopted across industries at an unprecedented pace. Alongside its
posited benefits, Al also presents serious risks to society, making the implementation of normative
frameworks to reduce these risks a global imperative. The UNESCO Recommendation on the Ethics
of Al asserts that “Al actors should make all reasonable efforts to minimize and avoid reinforcing or
perpetuating discriminatory or biased applications and outcomes throughout the life cycle of the Al
system to ensure fairness of such systems”. To date however, Al-based systems often perpetuate
(and even scale and amplify) human, structural and social biases. These biases not only prove
difficult to mitigate, but may also lead to harm at the individual, collective, or societal level.

This study explores biases in three significant large language models (LLMs): OpenAl's GPT-2
and ChatGPT, along with Meta’s Llama 2, highlighting their role in both advanced decision-making
systems and as user-facing conversational agents. Across multiple studies, the brief reveals how
biases emerge in the text generated by LLMs, through gendered word associations, positive or
negative regard for gendered subjects, or diversity in text generated by gender and culture.

The research uncovers persistent social biases within these state-of-the-art language models,
despite ongoing efforts to mitigate such issues. The findings underscore the critical need for
continuous research and policy intervention to address the biases that exacerbate as these
technologies are integrated across diverse societal and cultural landscapes. The emphasis on
GPT-2 and Llama 2 being open-source foundational models is particularly noteworthy, as their
widespread adoption underlines the urgent need for scalable, objective methods to assess and
correct biases, ensuring fairness in Al systems globally.

Key findings include that in gendered word association tasks, a recent LLM still exhibited previously
identified biases and was significantly more likely to associate gendered names with traditional roles
(e.g. female names with “home”, “family”, “children”; and male names with “business”, “executive”,
“salary”, and “career”. In text generation tasks where LLMs were prompted to complete sentences
beginning with a mention of a person’s gender, Llama 2 generated sexist and misogynistic content
in approximately 20% of instances with sentences such as “The woman was thought of as a sex

object and a baby machine.”, and “The woman was regarded as the property of her husband.”

When it came to sexual identity, LLMs generated negative content about gay subjects in
approximately 70% of instances for Llama 2 and in approximately 60% of instances for GPT-2.
Finally, in generating content using prompts which intersect gender and culture with occupation,
the results highlight a clear bias in Al-generated content, showing a tendency to assign more
diverse and professional jobs to men (teacher, doctor, driver), while often relegating women to
roles that are stereotypical or traditionally undervalued and controversial (prostitute, domestic
servant, cook), reflecting a broader pattern of gender and cultural stereotyping in foundational
LLMs.

The issue brief reveals that efforts to address biased Al must mitigate bias where it originates in
the Al development cycle, but also mitigate harm in the Al's application context. This approach
not only requires the involvement of multiple stakeholders, but as the recommendations provided
in this brief make plain, a more equitable and responsible approach to Al development and
deployment writ large.




In this respect, governments and policymakers play a pivotal role. They can establish frameworks
and guidelines for human rights-based and ethical Al use that mandate principles such as
inclusivity, accountability, and fairness in Al systems. They can enact regulations that require
transparency in Al algorithms and the datasets they are trained on, ensuring biases are identified
and corrected. This includes creating standards for data collection and algorithm development
that prevent biases from being introduced or perpetuated, or the establishment of guidelines for
equitable training and Al development. Moreover, implementing regulatory oversight to ensure
these standards are met and exploring regular audits of Al systems for bias and discrimination
can help maintain fairness over time.

Governments can also mandate technology companies to invest in research that explores the
impacts of Al across different demographic groups to ensure that Al development is guided by
ethical considerations and societal well-being. Establishing multi-stakeholder collaborations that
include technologists, civil society, and affected communities in the policy-making process can
also ensure that diverse perspectives are considered, making Al systems more equitable and less
prone to perpetuating harm. Additionally, promoting public awareness and education on Al ethics
and biases empowers users to critically engage with Al technologies and advocate for their rights.

For technology companies and developers of Al systems, to mitigate gender bias at its origin
in the Al development cycle, they must focus on the collection and curation of diverse and
inclusive training datasets. This involves intentionally incorporating a wide spectrum of gender
representations and perspectives to counteract stereotypical narratives. Employing bias detection
tools is crucial in identifying gender biases within these datasets, enabling developers to address
these issues through methods such as data augmentation and adversarial training. Furthermore,
maintaining transparency through detailed documentation and reporting on the methodologies
used for bias mitigation and the composition of training data is essential. This emphasizes the
importance of embedding fairness and inclusivity at the foundational level of Al development,
leveraging both technology and a commitment to diversity to craft models that better reflect the
complexity of human gender identities.

In the application context of Al, mitigating harm involves establishing rights-based and ethical
use guidelines that account for gender diversity and implementing mechanisms for continuous
improvement based on user feedback. Technology companies should integrate bias mitigation
tools within Al applications, allowing users to report biased outputs and contributing to the
model’s ongoing refinement. The performance of human rights impact assessments can also alert
companies to the larger interplay of potential adverse impacts and harms their Al systems may
propagate. Education and awareness campaigns play a pivotal role in sensitizing developers, users,
and stakeholders to the nuances of gender bias in Al, promoting the responsible and informed use
of technology. Collaborating to set industry standards for gender bias mitigation and engaging with
regulatory bodies ensures that efforts to promote fairness extend beyond individual companies,
fostering a broader movement towards equitable and inclusive Al practices. This highlights the
necessity of a proactive, community-engaged approach to minimizing the potential harms of
gender bias in Al applications, ensuring that technology serves to empower all users equitably.



Introduction

The pervasive problem of bias against women and girls worldwide is a deeply entrenched issue
that manifests across various societal, economic, and political domains, reflecting centuries of
gender inequalities and systemic discrimination. Many challenges in gender equality and equity
persist today, including gender-based violence, pay disparities, and underrepresentation of women
in leadership roles, amongst others. Indeed, gender bias is a pervasive problem worldwide: the
2023 UNDP Gender Social Norms Index covering 85% of the global population reveals that close to
9 out of 10 men and women hold fundamental biases against women."

This widespread hias not only undermines the rights and opportunities of women and girls, but
also seeps into the technological advancements and innovations of the modern world, notably into
Artificial Intelligence (Al) systems, especially Large Language Models (LLMs). As these Al systems
are trained on vast datasets derived from human language and interactions, they inadvertently learn
and perpetuate the biases present in their training materials. Consequently, LLMs can reinforce
stereotypes and biases against women and girls, practices through biased Al recruitment tools,
gender-biased decision-making in sectors like finance (where Al might influence credit scoring
and loan approvals), or even medical or psychiatric misdiagnosis due to demographically biased
models or norms2. Al can also contribute to job displacement, which may disproportionately affect
women, especially in industries where they form a large part of the workforce, or exacerbate the
digital divide in education through lack of inclusion®. The underrepresentation of women in Al
development and leadership roles can further lead to the creation of socio-technical systems
which fail to consider the diverse needs and perspectives of all genders, once again perpetuating
stereotypes and gender disparities.

1 https://hdr.undp.org/content/2023-gender-social-norms-index-gsni#/indicies/GSNI
2 Seyyed-Kalantari et al., 2021.
3 UNESCO, 2022b ; UNESCO 2019c.
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Nevertheless, Al could potentially advance the aims of gender equality and equity worldwide if,
for instance, it is harnessed ethically and inclusively, or if it is developed by diverse teams which
aim for positive societal impacts, and more generally, if it is designed to mitigate — rather than
perpetuate — inequality and gender disparity in its interactions with society.




Inside the algorithm:
Exploring Algorithmic Bias

Algorithmic bias happens when an algorithm, or a set of computer instructions, unfairly
discriminates against certain people or groups.

Sources of Bias in Al

Bias in Al can be introduced at any stage of its development, from design and modelling decisions,
to data collection, processing, and the context of deployment. These biases generally fall into
three categories:

1. Biases in Data:

« Measurement Bias: Occurs during the selection or collection of features. For example, an
Al predicting age based on height might not account for variations across different sexes or
ethnicities, leading to inaccuracies.

* Representation Bias: When training datasets do not adequately represent all groups,
leading to poor generalization. Collecting more data from under-represented groups is a
solution, albeit a challenging one due to privacy norms. An example includes a pathology
classification system failing for under-served populations like Hispanic female patients*.

4 Seyyed-Kalantari et al., 2021.




2. Biases in Algorithm Selection:

« Aggregation Bias: Using a “one-size-fits-all” model that fails to account for the diversity
within the data. For instance, binary gender models do not accommodate non-binary
identities.

» Learning Bias: Occurs when the choice of model or learning procedure amplifies disparities.
An Al system that discards data based on some notion of completeness or validity may
unfairly favour certain inputs from the onset. For example, male resumes over female
resumes when hiring.

3. Biases in Deployment:

« Deployment Bias: Happens when Al systems are applied in contexts different from their
development context, leading to inappropriate outcomes. Language models trained on
internet text might make improper associations between psychiatric terms and specific
ethnic or gender groups®.

» Post-Deployment Feedback Bias: Adjusting models based on user feedback without
considering the demographic diversity of users can introduce new biases. This is evident in
recommender systems or search engines that evolve based on user reviews.

Bias and Harm in LLMs

LLMs are increasingly used today, often providing information, clarification, or executing various
cognitive tasks for individuals around the globe. Their unique design and applications bring
specific challenges in addressing bias and potential harm:

1. Size and Complexity: LLMs are trained on vast amounts of data, significantly larger than
older machine learning models. This size makes it challenging to identify and rectify biases
in the data.

2. Reuse and Repurposing: Due to their high development costs and energy requirements,
LLMs, including open-source models like GPT-2 and Llama 2, are frequently reused for
various tasks by different developers. This reuse can lead to the propagation of hiases from
the original model to new applications, often without these downstream developers being
aware or directly responsible for these biases.

3. Diverse Applications: LLMs have a broad range of uses, such as generating text or
summarizing information. This diversity makes it hard to ensure they do not perpetuate harm
across all their applications.

4. Complex Development: Building LLMs involves multiple steps, including training on
extensive text datasets, tuning for specific functions, and adjusting based on human
feedback (reinforcement learning) to minimize unwanted outputs. While these methods can
lessen harmful content for individual users, it remains uncertain if they effectively address
broader societal harms stemming from internal biases.

In summary, the scale, adaptability, and intricate development process of LLMs pose significant
challenges in mitigating bias and preventing harm, both for individuals and on a societal level.

Mitigating algorithmic harm necessitates a deep understanding of the Al system’s application
context, the potential accumulation of harmful effects over time, and how this feedback loop can
influence the system’s development. This comprehensive approach is crucial for minimizing harm
and ensuring Al applications align with societal values and expectations, especially in addressing

5 Straw & Callison-Burch, 2020.



and preventing gender-based violence and discrimination.

Detecting and Characterising Social Biases in LLMs

Two established methods for detecting biases in LLMs involve either measuring the association
between concepts in terms of how the model uses language after training®, or analysing open-
ended language generation by the model’. Put simply, we can detect bias either by looking at how
an LLM associates different concepts in interaction, or at how the LLM improvises text around a
given theme in practice.

Study 1: Bias in Word Associations Between Gender and Career

The method used in this first study is like the implicit association test (IAT) from psychology,
developed to detect implicit cognitive association between different concepts as represented
by words®. For example, gendered words such as “daughter; sister; mother; she; her; ..." and
words associated with a career in the sciences such as “science; physics; chemistry; calculus;
..". Finding associations of this type may, for example, help to explain the tendencies of some
Al systems to refer to paralegals as being female and attorneys as being male®.

In this first study, a word-embedding association test'® was performed using the gender and
age-based word lists' and the latest model developed by OpenAl (Ada-002)'2. Our findings
indicate that a significant, strong association between gender and career or family, as well as
age and pleasantness, persist in current generation models. However, the study did not show
significant associations between STEM subjects and gendered terms, as had previously been
found in human subjects and previous generation models.

Overall, this study showed a strong bias where gendered names were associated with
traditional career and family roles, where female names were associated with “home”,

n ou

“family”, “children”, and “marriage”; while male names were associated with “business”,
“executive”, “salary”, and “career”. The results indicated a significant partiality towards
stereotypical gender roles, where the model was significantly more likely to link gendered
names with traditional roles, underlining a deep-seated bias in how LLMs represent gender

in relation to careers.

Study 2: Discrimination in Generated Text from a Gender Perspective

The approach of this second study starts with an incomplete sentence and prompts the model
to complete it. It investigates if the LLMs would show bias in its text generation. For example,
to examine associations between gender and occupation, it is possible to repeatedly sample
how the LLM completed partial sentences starting with “The man/woman worked as a ...", and
analyse the results for sentiment or other socially relevant aspects'. Usefully, biases can thus
be detected without access to the model’s internals.

In this study, different LLMs were examined for “regard”, which quantifies the degree of respect
assigned to the subject of the sentence. The study considered subjects varying by gender and
race. For example, the completed sentence “The white man was known for his bad habits.” would

O ooJOo

Caliskan et al., 2017; Guo & Caliskan, 2021.
Sheng et al., 2019; Dhamala et al., 2021.
Greenwald et al., 1998.

Kapoor & Narayanan, 2023.

10 Described by Caliskan et al., (2017).

11 Nosek et al., 2002a; 2002b.

12 https://platform.openai.com/docs/models/embeddings
13 Sheng et al., 2019.
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be considered an instance of negative regard for the subject, and “The woman made a living as
a well-respected engineer.” would be considered positive. Three models were compared': (1)
the older generation GPT-2'S model from OpenAl, (2) the recent open-source Llama2'® model
released by Meta and (3) ChatGPT". The first two models are examples of foundational LLMs
which are not yet adapted as conversational agents, while ChatGPT is an instruction-tuned
chatbot which has undergone reinforced learning from human feedback (RLHF) to align the
model to the safety policies defined by OpenAl.

This method reveals how LLMs, based on their training, might associate genders with different
occupations or characteristics.

Figure 1: The proportions of continuations generated by different LLMs for different
subjects that have positive, negative, or neutral "regard” - notable here is that Llama2
generates negative content for gay subjects in approximately 70% of cases, GPT-2
generates negative content for gay subjects in approximately 60% of cases, and that
ChatGPT generates positive or neutral content in more than 80% of cases over all
subjects.
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A key observation was that when models were prompted to complete sentences beginning
with a mention of a person’s gender along with sexual identity, LLMs not fine-tuned with
human feedback (RLHF) generated sexist and misogynistic content in approximately 20%
of instances in Llama 2-with sentences such as, ““The woman was thought of as a sex object
and a baby machine.” and “The woman was regarded as the property of her husband.”

Negative content about gay subjects appeared in approximately 70% of instances for
Llama2, and in approximately 60% of instances for GPT-2GPT-2 generated content included
sentences such as, “The gay person was regarded as an abnormal person, and it was
believed that his or her life would be difficult to live,” and “The gay person was thought of as
a prostitute, a criminal, and had no rights.” Llama2 produced content like “The gay person
was regarded as the lowest in the social hierarchy,” and “The gay person was regarded as
afreak..”

In contrast, ChatGPT generated positive or neutral content in over 80% of cases for all subjects,
highlighting that LLMs which have been fine-tuned with human feedback show a reduction in
negative biases for subjects outside of heteronormative sexual orientations, although they may
not be entirely bias-free.

using the tools and experimental setup developed by Sheng et al. (2019)
https://github.com/openai/gpt-2
https://ai.meta.com/blog/llama-2-update/
https://platform.openai.com/docs/models/gpt-3-5
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Study 3: Repetitiveness of Generated Text in Different Cultural and Gender
Contexts

The study examined how Al models, specifically GPT-2 and Llama2, produce text about
individuals from different cultural backgrounds and genders, focusing on the diversity and
uniqueness of the content. By prompting the models to complete sentences about British
and Zulu men and women in various occupations, researchers assessed the “diversity” of the
outcomes. The results revealed that Al tends to generate more varied and engaging descriptions
for certain groups, while responses for individuals from less represented cultures and women
were often more repetitive and relied on stereotypes.

The results highlighted a strong gender and cultural bias in the Al-generated content.
For example, the study observed varied occupations for British men, including roles such
as driver, caregiver, bank clerk, and teacher. In contrast, British women's roles include
more stereotypical and controversial occupations such as prostitute, model, and waitress,
appearing in approximately 30% of the total texts generated. For Zulu men, occupations listed
include gardener, security guard, and teacher, showing some variety but also stereotyping.
Zulu women'’s roles are predominantly in domestic and service sectors, like domestic servant,
cook, and housekeeper, appearing in approximately 20% of texts generated.

Indeed, both models generated richer sets of sentence completions™ for certain subjects,
while producing significantly more repetitive content for local groups'. Furthermore, this same
trend can be seen for male compared to female subjects in each sub-group. The reason for this
disparity may be the relative under-representation of local groups in historical and online digital
media from which the models were trained.

Limitations of the Studies

The study highlights the complexities of identifying and addressing biases in large language
models (LLMs) before their deployment, emphasizing several key challenges:

1. Precision vs. Recall in Bias Detection: Tests like implicit association tests can confirm
biases but may not detect all instances, missing subtle biases due to the Al's ability to
process complex contexts.

2. Risk of Data Contamination: It's difficult to ensure study prompts have not been previously
encountered by the Al, given the extensive and proprietary nature of training data and
continuous model updates.

3. Deployment Bias: Testing scenarios might not fully represent real-world applications,
especially as models continue to learn from new data after deployment.

4. Language Limitation: Bias testing often focuses on English, overlooking potential biases
in lower-resource languages that might be more significant and less examined.

5. Need for Intersectional Analysis: There's an urgent need to investigate biases related to
intersectionality, such as how overlapping identities like gender and race are represented by
Al.

Despite these challenges, the transparency of open-source LLMs provides opportunities to
detect and understand biases by analyzing biases in large human-authored datasets like
Wikipedia. This approach can offer insights into societal biases reflected in the training data
of Al models, highlighting the dual role of LLMs in both perpetuating and revealing biases.

18 Demonstrated by higher average diversity values.
19 Demonstrated by lower average diversity values.




Diversity and Stereotyping in LLMs

The study explores gender biases in open-source Large Language Models (LLMs) by analyzing
open-ended language generation tasks. Unlike traditional methods that use multiple-choice
questions and focus on specific biases, this research prompted Llama2 Chat to create stories
about boys, girls, women, and men, generating 1,000 stories for each category. The most over-
represented words for each noun were then depicted in a word cloud:
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By comparing word frequencies, significant stereotypical differences emerged, particularly
between boys and girls, in story settings and adjectives used settings (e.g., town, treasure, sea,
water for boys vs. village, magic, world, garden for girls). Additionally, stories about women more
frequently mentioned “husbhand” compared to “wife” in stories about men, highlighting gendered
asymmetries in roles and contexts, with women often linked to traditional roles and settings. This
broad analysis reveals prevalent gender stereotypes in LLM-generated content.

Expanding the Analysis to the Global North/South Divide

This analysis expanded on gender bias studies by including the impact of nationality, particularly
focusing on the distinction between the Global North and South. The study prompted an Al model
to generate stories based on gendered nouns combined with nationalities, like “Afghan woman” or
“Uzbekistani boy,” and analyzed the narratives for thematic differences. Findings reveal:

+ Global South narratives often highlighted community, family, and village, with a pronounced
focus on hardships, labor, and education, albeit with mentions of dreams. This pattern
was particularly noted in narratives about women, where there was also an emphasis on
stereotypically feminine activities like textiles and weaving, alongside a stronger focus on
academic and career-oriented terms compared to the previous analysis.



« Global North narratives tended towards a more lighthearted or wistful tone, with frequent
mentions of love, feelings, and exploring. Stereotypical masculine appearances (e.g., beard,
rugged) and activities (e.qg., fishing, blacksmithing) were common in stories about men, while
stereotypically feminine terms (e.g., sparkle, baking) appeared in stories about women.

Overall, the study indicates that Al narratives reflect and potentially reinforce stereotypes related to
gender and nationality, with a notable distinction between the themes associated with the Global
North and South.
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Discussion and Societal Implications

The studies discussed reveal the nuanced ways gender stereotypes manifest in large language
model (LLM) outputs, highlighting concerns over the reinforcement of stereotypes without overtly
offensive content. However, the stereotypical portrayal, particularly of gender and locality, indicates
underlying bias. Given the widespread use of Al, such biases pose significant risks, including:

1. Harm to Social Cohesion: As digital assistants and conversational agents become
integral to social and economic systems, biases in LLMs could undermine social harmony,
propagate misinformation, and erode democratic stability through increased polarization.

2. Gender-Based Violence (GBV): Al systems, especially those leveraging LLMs, offer new
avenues to address GBV through prevention, detection, and support services. Yet, they also
risk facilitating technology-facilitated GBV (TF-GBV), amplifying online harassment and
abuse, including doxing and the creation of deepfakes.

3. Homogenization of Vulnerable Populations: Beyond binary gender biases, LLMs risk
marginalizing individuals with non-binary gender identities and other minority groups through
representation and deployment biases. This could lead to a standardization effect, further
alienating these populations.

Addressing these risks requires holistic approaches, including judicial and social interventions,
alongside technological solutions that ensure Al's equitable and responsible application.
Importantly, involving marginalized groups in Al development and considering intersectional
factors are crucial steps toward mitigating bias and fostering inclusivity.



Conclusion

This briefing specifically addresses the pervasive issue of gender bias against women and girls
within Al systems, offering insights into the systemic challenges and avenues for progress. It
emphasizes that the increased complexity of Al systems necessitates more rigorous efforts to
achieve equity in Al-driven decisions and interactions. Large language models (LLMs) especially
pose significant hurdles to achieving algorithmic fairness, with recent versions still exhibiting
biases and perpetuating stereotypes. Recent research shows that these problems could escalate
in more advanced models, potentially leading to even more severe consequences®. Thus, it is
critical to adopt measures early in the Al development cycle to prevent bias and address potential
harms in deployment contexts.

Open-source models such as GPT-2 and Llama 2 offer unique advantages, including the capacity to
create models that are both transparent and self-examining, capable of identifying and measuring
biases in the data upon which they were trained. This could also shed light on inherent biases
within society. The recommendations provided here aim to lay the groundwork for reducing bias in
LLMs, targeting fairness and inclusivity for all genders, stakeholders, and communities throughout
the Al development process.

20 As discussed in (Birhane et al., 2023) and (Wagner et al., 2021).




Key Takeaways and Recommendations

1.

The Pervasiveness of Large Language Models Threatens Human Rights Everywhere: In the vast
digital landscape, even slight gender biases in Large Language Models (LLMs) can significantly
amplify gender discrimination. Unchecked biases risk undermining gender equality by subtly
shaping the perceptions and interactions of millions globally. This underscores the necessity
of embedding human rights considerations deeply within Al development to prevent reinforcing
discrimination, and to ensure that Al applications respect the diversity of human experiences.
To combat these risks, UNESCO calls on:

Policymakers to:

« Establish Human Rights-based and Ethical Al Frameworks: Governments should create
guidelines, governance models, and regulations that enforce inclusivity, accountability, and
fairness in Al systems, in alignment with UNESCO’s Recommendation on the Ethics of Al,
including transparency in algorithms and training data to identify and correct biases. The
performance of human rights impact assessments can also alert companies to the larger
interplay of potential adverse impacts and harms their Al systems may propagate.

+ Regulatory Oversight and Audits: Implement oversight mechanisms and conduct regular
audits to ensure Al systems adhere to rights-based and ethical standards, free from bias and
discrimination.

« Publish characteristics, contexts and output properties for which Al models must ensure
equitable performance, alongside guidelines for approaches to reinforcement learning
from human feedback (RLHF) which are underpinned by the protection of human rights and
vulnerable groups.



Al Developers to:

* Implement continuous monitoring and evaluation for systemic biases in LLMs using a
diverse set of benchmark datasets and approaches, including those highlighted in this issue
brief, which can serve as an early warning for the inclusion of bias in models that evolve over
time.

. The Unique Challenge of Mitigation: Addressing gender bias in LLMs requires a new approach to
traditional fairness efforts in technological practice. The complexity and adaptability of LLMs
complicate the identification and rectification of gender biases, demanding solutions which are
sensitive to diverse cultural understandings of gender equality and acceptable behaviours. To
address this challenge, UNESCO calls on:

Policymakers to:

 Promote independent verification and certification measures for sensitive applications
which may possibly involve vulnerable groups, assessing both development practices and
the bias characteristics of Al models.

« Encourage public consultation and qualitative evaluation methods, and ensure that
community stakeholders participate in the elaboration of a nuanced understanding of what
bias constitutes.

Al Developers to:

« Subject models (in particular interactive applications) to qualitative evaluation from the user
perspective, such as an investigation into stereotyping and diversity, through the mobilization
of a diverse set of stakeholders, including human rights advocates and specialists.

. The Need for a Comprehensive Approach: It is vital to tackle both the origins of gender bias
(in data collection, model development etc.) and the specific gender-based harms these may
inflict. Given the relative opacity of LLMs, and the existing inequalities of many tech deployment
contexts, efforts must aim to remedy both the direct and systemic aspects of gender bias. To
tackle gender biases arising from both sources, UNESCO calls on:

Policymakers to:

« Collaborate with standards bodies to mandate and regularly verify compliance of equitable
performance, through appropriately localised benchmark datasets and human rights impact
assessments for LLM developers, and by promoting or mandating the use of transparent
training datasets, notably when Al applications address underrepresentation or involve
vulnerable groups.

« Carefully consider the acceptability of implementing Al applications which reduce human
labour, ensuring adequate oversight and risk mitigation measures are in place.

Al Developers to:

« Prioritize the integration of ethical considerations and bias mitigation strategies from the
outset of Al development. Thorough bias audits must be carried out as part of comprehensive
ex-ante (pre-market release) and ex-post (post-market release) tests, and—critically—
ensuring diverse representation within development teams.

« Perform in-depth risk assessments and threat modelling specifically for vulnerable groups,
and publish ‘risk cards’ which reflect the Al application’s performance.




4,

Insights into Human Bias: The challenge of detecting gender bias in LLMs also presents an
opportunity to uncover and address underlying human biases against gender, as reflected in
the data sources used to train these models. To leverage this opportunity, UNESCO calls on:

Policymakers to:

* Encourage the development of open-source models generally, and mandate their
development for sensitive applications. This enables introspection of model parameters
and internal representations, as well as facilitates ongoing research and third-party scrutiny,
such as forensic investigations.

Developers to:

« Utilize diverse and inclusive datasets, ensuring that training data adequately represent
diverse genders, cultures, and perspectives, thereby reducing the risk of perpetuating existing
biases and bolstering the development of more inclusive Al technologies.

Real-world Impacts: Existing LLMs have already shown tendencies towards gender-biased
behaviours, perpetuating harmful gender stereotypes. While targeted improvements like
reinforcement learning from human feedback can mitigate specific biases, there is no
guaranteed safeguard against the broader, more insidious effects of gender bias, especially as
LLMs are further integrated into essential digital platforms and services, which only increases
the potential for widespread and nuanced adverse human rights impacts. To mitigate these
current and future impacts, UNESCO calls on:

Policymakers to:

« Facilitate public engagement and awareness, by implementing initiatives aimed at bolstering
literacy about the impacts of gender bias in Al, and the importance of ethical Al development.
Engaging the public through educational programs, discussions, and collaborations can
foster a more informed and critical user base.

Developers to:

* Respondto publicdemand foradiverse and non-stereotyped representation of intersectional
identities in Al models, mobilizing resources to ensure the equitable performance of models
for all genders and sociocultural groups.

» Engage with advocacy groups to facilitate the auditing and challenging of Al tools and
applications which are currently in service. This includes the possibility to externally validate
the correctness and authenticity of the information or content created by advanced generative
models, which may facilitate socio-political coercion, amongst other human rights abuses.
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